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Abstract

One of the major problems in automatic indexing and retrieval of documents is that usually it cannot be guaranteed that
the user queries include (all) of the actual words that occur in the documents that should be retrieved. Also it often happens
that words with several meanings occur in a document, but in a rather di6erent context from that expected by the querying
person. In order to achieve better recall and higher precision, fuzzy tolerance and similarity relations have been introduced
based on the counted or estimated values of (hierarchical) co-occurrence frequencies. This study addresses the problem of
how these relations can be generated from the occurrence frequencies, especially as these are based on possibilistic rather
than probabilistic measures, and also how the relations can be implemented by fuzzy relevance matrices. c© 2002 Elsevier
Science B.V. All rights reserved.
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1. Introduction

An information retrieval system allows users to ef-
Gciently retrieve documents that are relevant to their
current interests. The collection of documents from
which the selected ones have to be retrieved might be
extremely large and the use of terminology might be
inconsistent. If the language of the documents is close
to natural language (like in legal texts) this becomes
especially obvious.
There are two partially contradicting measures of

the e6ectiveness of a high quality information retrieval
system. On one hand it is expected that the recall of
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the topic searched for should be high, that is the set of
relevant documents retrieved be as large as possible.
On the other hand, it is also required that the preci-
sion be as high as possible, that is no documents be
retrieved which are not relevant for the given query,
being equivalent with the expectation of obtaining an
as small as possible retrieved document set (cf. [10]).
Automated keyword search is the most widespread

approach to this problem; however, it is easy to recog-
nise that documents not containing the actual key-
word(s), but maybe its synonyms or some terms with
a closely related but more speciGc meaning, might be
similarly relevant for the search. If the keyword in the
query is Soft Computing (SC), documents on Fuzzy
Systems, Neural Networks and similar topics will be
unambiguously relevant, even if they do not mention
the broader term (SC) a single time. Moreover, other
parts of the same scientiGc community prefer to use
the name Computational Intelligence with a rather
similar meaning, so all documents related to the latter
should be also retrieved.
On the other hand, if the query speciGes the two

keywords Fuzzy and Relation the humorous situation
might occur that a story about two young people that
contains the sentence “By that time the relation be-
tween John and Mary became rather fuzzy”. will be
among the retrieved documents—clearly having noth-
ing to do either with fuzziness in the sense of fuzzy
logic, or with mathematical relations.
In previous studies we suggested the use of hierar-

chical co-occurrence frequencies as indicators of the
importance of individual words and groups of words
in the contents of given documents [5–7]. This means
that the occurrence frequencies of certain words in the
title, sub-titles, abstract or conclusion parts of docu-
ments might be characteristic for the occurrence fre-
quencies of certain (other) words in the main body of
the text. The frequency of word A in the title and word
B in the text is called their hierarchical co-occurrence.
It is obvious that these frequencies are not probabilistic
measures, as it is not the relative frequency of a certain
word among all words of the document that directly
measures its relevance. However these frequencies de-
termine the possibility degrees of the documents in
a somewhat indirect, certainly not linear and essen-
tially non-additive way. In the next section a method
for transforming the counted or estimated into possi-
bility measures (fuzzy membership degrees) will be

presented frequencies. (For a neural networks based
estimation technique, see [1]. The content of this pa-
per is mainly based on [8].)
Applying fuzzy logic to automated information re-

trieval is not new. Some of the most important ad-
vances in this Geld are summarised in [9]. In several
points of this paper, reference will be made to con-
cepts introduced in this work.

2. Keyword occurrence frequencies and possibility
degrees

Both occurrence and co-occurrence of keywords
can be expressed with the help of word counts in doc-
uments. If analysing a collection of documents related
to a certain topic (e.g. legal documents) it will be
found that some of the words occur quite frequently
in all or most of them, thus these words are of no sig-
niGcance with regards to the contents of any particular
document. The words which are common in any nat-
ural language document are called stop words, while
those which might be signiGcant in some context but
have a role similar to that of the real stop words in
a certain context will be called in this study relative
stop words. As an example, let us consider the word
“law” which would certainly occur rather frequently in
any legal document, and would be not discriminative
concerning the particular contents of such a document.
By the omission of stop words and relative stop words
we obtain the set of signiGcant words which might be
used for a query. Some of these words might be more
important than the rest and might be chosen as the set
of keywords. In a hierarchical co-occurrence approach
the titles and sub-titles, etc. might be checked only
for keyword occurrences, while the rest of the docu-
ments for any signiGcant word. An example for clas-
sifying words into these four categories can be seen in
Fig. 1.
In the Ggure the four categories of words can be

seen: absolute and relative stop words (like “the” and
“law” in this particular context, and “carpet” as a gen-
eral example for a signiGcant word and “damag(es)”
for a keyword (to be more exact, a word stem).
It is obvious that keywords searched in titles, ab-

stracts, introductions, etc. will have a lower occurrence
count than signiGcant words in general (including key-
words as special signiGcant words) in the full text.
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Fig. 1. Categories of words in documents.

It is a crucially important issue how occurrence fre-
quencies can be transformed into fuzzy membership
degrees, which are essentially (possibilistic) fuzzy im-
portance or relevance measures.
The following must be considered here. Member-

ship degrees or fuzzy measures range from 0 to 1,
where 0 expresses the total lack of importance, and 1
stands for absolutely important. Words occurring in
a document very frequently are usually stop words
(absolute or relative ones), and so they should be
left out of consideration. For the remaining class
of signiGcant words it is generally true that higher
occurrence frequencies indicate higher importance
degrees as well. Although the connection between
occurrence frequency (word count) and importance
degree is strictly monotonic, it is certainly not pro-
portional. The critical domain is somewhere what can
be deGned as “a few occurrences”, depending on the
type and size of the document, somewhere between 2
and 20 word counts. It does not matter much whether
a word occurs in a document 20 or 22 times, it is
highly likely that this document will be rather im-
portant for the querying person in both cases. On the
other hand, one or two occurrences of a word might
be coincidental or might indicate that the subject is
touched upon only very superGcially, while repeated
mentioning (three or four or more) is an indicator that
the word in question is an important word from the
point of view of the document. With short documents
these numbers might vary. It is quite di6erent with
keyword occurrences in titles or subtitles where even
a single occurrence usually indicates high importance.

The mapping from occurrence frequencies or counts
to possibilistic membership degrees is thus a sigmoid
function, with its steep part around the “critical” area
of occurrences—the concrete values depending on the
expected lengths and types of documents, and the cat-
egory of environment (title, text, etc.). These sigmoids
�(F) have to fulGll the following conditions:

� : fR+ → [0; 1];

�(F1)¿ �(F2) ⇔ F1 ¿ F2;

d2(�)
dF2 ¿ 0 ⇔ F 6 TF

and

d2(�)
dF2 6 0 ⇔ F ¿ TF :

(Here TF is a suitable threshold value.) In practice
� is not necessarily continuously di6erentiable, but
its characteristics should be nevertheless “S-shaped”.
This function is rather similar to other frequency-
membership mapping functions, e.g. to g in [9, p. 88].
In this paper some practically applicable concrete
sigmoid functions will be tested and compared, de-
Gned by tabular values rather than transcendental
expressions. However, in [9] basically grades of
relevance are used instead of normalised fuzzy mem-
bership functions, which have the disadvantage of
reOecting ordering, but no metric, i.e., no measurable
degree of similarity and dissimilarity between two
word=document pairs.
Although occurrence frequencies are integers, it is

reasonable to introduce the sigmoid mapping over the
whole positive half of the real lines, as in [7]. The im-
portance degrees are introduced as convex combina-
tions of occurrence counts (e.g. Fij = �1Tij + �2Cij +
�3Lij, where �i are real coeQcients and T; C and L de-
note title-keyword, location-keyword and cue words
related frequencies, respectively). These are the oc-
currence frequencies of the particular word in the title
and subtitles; in the abstract, introduction and=or con-
clusion part of the document; and in the immediate
neighborhood of such terms as “topic”, “aim”, “main
point”, etc.). So these Gctitious (“equivalent”) occur-
rence frequencies (which in reality are the weighted
averages of various real frequencies) might assume
any non-negative value. The typical characteristics of
such a sigmoid function can be seen in Fig. 2.
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Fig. 2. Sigmoid function transforming occurrence frequencies into
membership degrees.

Fig. 3. Sigmoid curves for title=subtitle and text occurrence (�1 is
steeper for titles, while the other is smoother as in the main body
of the text higher occurrence is needed for rather high relevance).

More practical broken line functions with concrete
values can be seen in Fig. 3. Here �1 is a mapping for
title (subtitle) occurrences and �2 another one for text
occurrences. The threshold values are obviously dif-
ferent. Depending on the length of the document, the
number of levels of subtitles, etc., the characteristics
of the sigmoid curve can change.
Membership degrees generated by the occurrence

frequency transformation can be interpreted as possi-
bility measures of a certain document being important
for a querying person if the given word was included
in the query keyword set. Although possibility has
some similarities with probability, its axiomatic prop-
erties di6er in an essential point: additivity does not

hold [3]. It is easy to realise this when considering
the sigmoids. Let us demonstrate this by the following
table deGning a sigma for integer values of F (this def-
inition will be used throughout the paper in all of our
examples):

3. An example of generating fuzzy document
importance (relevance) degrees from occurrence
counts

In the following a very simple example will be pre-
sented. We have done a simple query on the legal
data base http:==www.AustLII.edu.au with the follow-
ing keyword combination: “(bond* or deposit*) not
(no appearance)”, using a traditional non-intelligent
retrieval system. (The ‘*’ indicates here that all ap-
pearances of the word stems were included.) As a re-
sult, 621 documents have been retrieved. In this paper
we present a small representative example where the
sizes of tables are small enough to be printed within
the text. Because of this, only the last 20 documents
will be considered: documents 602 to 621, denoted
by {D1; : : : ; D20}. (This was a random selection from
the retrieved set, the sequence corresponded only to
the physical location of the documents in the original
collection and had no connection with the contents.)
We have data for further queries restricted to this col-
lection of 621 documents regarding 100 (key)words.
In the example 18 out of these 100 will be presented,
according to Table 1.
Occurrence frequencies of the above word stems in

the collection of documents {D1; : : : ; D20} are shown
in Table 2. Based on the occurrence frequency—
importance degree transformation sigmoid deGned in
Fig. 4, the frequencies in Table 2 are transformed into
possibilistic importance degrees shown in Table 3.
The 18 words have been selected more or less ran-

domly. However, the last two words (“landlord” and
“tenant”) were intentionally chosen as they can be
expected to appear with rather high counts, because
of the type of legal documents that formed the origi-
nal collection of 621 documents. It is no surprise that
these words show up in almost every document with
an occurrence count equal to or greater than 9, which
was chosen in � as the threshold value for impor-
tance possibility equal to 1. The importance degrees
are less than 1 for W17 in D9 and D14, and for W18
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Table 1
Keyword stems used for the queries in the example

W Word stem

1 Agreement
2 Bedroom
3 Carpet
4 Compensation
5 Damag
6 Evidenc
7 Follow
8 Liability
9 Loss
10 Material
11 Occasion
12 Premis
13 Reasonable
14 Replac
15 Set
16 View
17 Landlord
18 Tenant

in D7; D14 and D18, these degrees being 0.7 and 0.9,
and 0.98, 0.95 and 0.99. Even these degrees are at
least equal to 0.9, except �17;9 = �(W17; D9)= 0:7, in
a document that contains anyway a rather low total

Table 2
Occurrence frequency counts of chosen words in the selected collection of documents of the example

W
∖
D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 6 84 0 1 15 2 9 0 5 0 6 17 1 1 4 13 0 7 9 0
2 0 0 0 0 0 0 2 3 0 0 4 9 1 0 0 1 0 0 2 0
3 2 0 9 4 0 0 4 8 0 0 29 0 0 0 0 0 0 0 0 51
4 3 0 1 0 0 4 0 0 0 3 3 4 1 0 1 0 1 0 6 0
5 0 0 0 0 0 1 21 2 0 0 2 0 0 0 0 0 1 6 0 1
6 12 23 9 1 5 0 2 7 2 6 7 5 1 1 5 1 12 6 7 19
7 1 7 0 0 1 1 2 3 3 1 4 1 1 0 1 4 1 0 0 0
8 0 5 0 1 4 0 0 0 0 0 0 1 0 0 0 0 0 0 1 2
9 0 1 2 0 0 1 1 0 0 0 0 1 0 0 1 0 0 0 0 0
10 0 1 0 0 0 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0
11 0 1 0 0 1 0 1 0 2 0 0 0 0 0 1 0 0 1 1 1
12 15 31 4 4 14 2 13 9 4 5 13 28 5 2 1 5 2 19 40 1
13 1 17 2 0 0 0 0 0 0 2 1 4 0 0 0 0 0 0 9 0
14 2 2 4 0 0 0 1 2 4 0 0 0 2 0 0 0 0 0 0 9
15 1 12 1 0 0 2 4 0 0 0 1 1 0 0 0 0 7 4 1 0
16 5 3 1 0 0 0 0 0 0 0 3 0 0 0 1 0 2 2 3 0
17 22 40 28 12 19 9 14 10 4 29 17 38 13 5 32 16 23 14 54 32
18 44 42 18 16 26 11 7 16 12 32 38 54 27 6 25 12 21 8 42 43

frequency count of the words in question, compared
to most others. Because of this, these two words have
to be considered to be relative stop words, and in the
further investigations they will be left out completely,
as meaningless in this context.
Having established the fuzzy importance degrees of

each of the 20 documents for the 16 meaningful words
in question, a few examples for simple queries will be
shown. For illustrating the use of fuzzy importance
degrees a few “concentrically” widening ad hoc cat-
egories of retrieved documents will be deGned: Very
Important Documents (�=1), Rather Important
Documents (1¿� ¿ 0:9), Reasonably Important
Documents (0:9¿� ¿ 0:7), Somewhat Impor-
tant Documents (0:7¿� ¿ 0:4) and Tangentially
Important Documents (0:4¿�¿0). As a matter of
course, the threshold values can be adapted to any
concrete application.

Query 1. “damag” W5
Very Important Documents: D7

Rather Important Documents: D18

Reasonably Important Documents: ∅
Somewhat Important Documents: ∅
Tangentially Important Documents:
D6; D8; D11; D17; D20.
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Fig. 4. Example for sigmoid curve with typical occurrence frequencies.

Table 3
Possibilistic importance degrees of chosen words in the selected collection of documents of the example

W
∖
D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

1 0.95 1.00 0.00 0.10 1.00 0.20 1.00 0.00 0.90 0.00 0.95 1.00 0.10 0.10 0.70 1.00 0.00 0.98 1.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.40 0.00 0.00 0.70 1.00 0.10 0.00 0.00 0.10 0.00 0.00 0.20 0.00
3 0.20 0.00 1.00 0.70 0.00 0.00 0.70 0.99 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00
4 0.40 0.00 0.10 0.00 0.00 0.70 0.00 0.00 0.00 0.40 0.40 0.70 0.10 0.00 0.10 0.00 0.10 0.00 0.95 0.00
5 0.00 0.00 0.00 0.00 0.00 0.10 1.00 0.20 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.95 0.00 0.10
6 1.00 1.00 1.00 0.10 0.90 0.00 0.20 0.98 0.20 0.95 0.98 0.90 0.10 0.10 0.90 0.10 1.00 0.95 0.98 1.00
7 0.10 0.98 0.00 0.00 0.10 0.10 0.20 0.40 0.40 0.10 0.70 0.10 0.10 0.00 0.10 0.70 0.10 0.00 0.00 0.00
8 0.00 0.90 0.00 0.10 0.70 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.20
9 0.00 0.10 0.20 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.00 0.00 0.00 0.00 0.00
10 0.00 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.20 0.00 0.00 0.00 0.00 0.00
11 0.00 0.10 0.00 0.00 0.10 0.00 0.10 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.10 0.00 0.00 0.10 0.10 0.10
12 1.00 1.00 0.70 0.70 1.00 0.20 1.00 1.00 0.70 0.90 1.00 1.00 0.90 0.20 0.10 0.90 0.20 1.00 1.00 0.10
13 0.10 1.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 0.20 0.10 0.70 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00
14 0.20 0.20 0.70 0.00 0.00 0.00 0.10 0.20 0.70 0.00 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.00 0.00 1.00
15 0.10 1.00 0.10 0.00 0.00 0.20 0.70 0.00 0.00 0.00 0.10 0.10 0.00 0.00 0.00 0.00 0.98 0.70 0.10 0.00
16 0.90 0.40 0.10 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.40 0.00 0.00 0.00 0.10 0.00 0.20 0.20 0.40 0.00
17 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 0.70 1.00 1.00 1.00 1.00 0.90 1.00 1.00 1.00 1.00 1.00 1.00
18 1.00 1.00 1.00 1.00 1.00 1.00 0.98 1.00 1.00 1.00 1.00 1.00 1.00 0.95 1.00 1.00 1.00 0.99 1.00 1.00

Query 2. “occasion” W11
VeryImportantDocuments: ∅
RatherImportantDocuments: ∅
ReasonablyImportantDocuments: ∅
SomewhatImportantDocuments: ∅
TangentiallyImportantDocuments:
D2; D5; D7; D9; D15; D18; D19; D20.

Comparing these two queries, an important di6er-
ence can be noted: While for “damag” a document
was found that had a very high occurrence count (and
another one had a rather high occurrence), for the
other word, “occasion” not a single document could
be found where the possibility of importance reached
0.5. Even though the number of documents where the
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queried word occurs at all is large, none of them seems
to have real relevance to this word. It is reasonable to
introduce the notion of maximum degree of impor-
tance of a whole collection of documents, which is
deGned as the t-conorm of membership degrees �ij for
word Wi for all j

!i(D)=!(Wi; D)=
d⋃

j= 1

�ij

where D= {D1; : : : ; Dd}:
The most often used t-conorms are the max and the
algebraic conorm; the latter can be given in closed
form by using De Morgan’s Law (see [6])

!M
i (D) =maxdj=1{�ij}

!A
i (D) = 1−

d∏
j=1

(1− �ij):

An advantage of the latter is that it takes into consid-
eration all documents in the collection. If however the
number of documents with positive degree is large, !
becomes rather close to 1, even if the individual de-
grees are small (see [4]). Because of this, ! can be
considered to be a relative measure of maximum im-
portance, by which various collections of documents
can be compared with each other, from the point of
view of a given query word. Below, the max type over-
all degree of importance will be given for the above
two query words:

!M
5 = 1 and !M

11 = 0:2:

Another similar measure is the average frequency
of occurrence, which can be deGned as

�i(D) =
|�(Wi)|
d

;

where � denotes the indicator function of occurrence=
no occurrence, and its cardinality is the number of
places where it assumes 1. The average occurrence
frequencies for the two query words are

�5 = 0:35 and �11 = 0:4:

In the following we discuss the problem of a simple
joint query. As an example, let us choose two words,
W2 andW3 (“bedroom” and “carpet”). First, the single
queries are presented.

Query 3. “bedroom” W2
VeryImportantDocuments: D12

RatherImportantDocuments: ∅
ReasonablyImportantDocuments: D11

SomewhatImportantDocuments: D8

TangentiallyImportantDocuments:
D7; D13; D16; D19.

Query 4. “carpet” W3
VeryImportantDocuments: D3; D11; D20

RatherImportantDocuments: D8

ReasonablyImportantDocuments: D4; D7

SomewhatImportantDocuments: ∅
TangentiallyImportantDocuments:
D7; D8; D13; D16; D19.

There are various logical ways to perform a joint
query. If two words, in this example, W2 and W3, have
similar relevance for the query (they might be, e.g.,
synonyms or complementary terms), every document
containing any of the terms is relevant. In such a case
the two words are queried jointly, in the sense that
the occurrence counts of both words are added. In the
above example, the frequencies shown in the upper
half of Table 4a will be obtained. The lower half
contains the importance degrees, which are in some
of the documents obviously di6erent from the sum of
the two importance degrees: for the 7th document we
have 0.95 rather than 0.9, for the 8th document we
have 1 instead of 0:95+ 0:4, which would anyway be
¿1, and in the 11th document, the importance degree
0.7 is completely absorbed by the other as this latter
is 1. In this approach a bounded sum operator was
applied. There are many alternatives, such as, e.g., the
max operator expresses another form of “OR-ness”.
The retrieved documents are summarised in the

following:

Query 5. “carpet” OR “bedroom” (W2 ∪W3)
VeryImportantDocuments: D3; D8; D11; D12; D20

RatherImportantDocuments: D7

ReasonablyImportantDocuments: D4

SomewhatImportantDocuments: ∅
TangentiallyImportantDocuments:
D1; D13; D16; D19.

This query answers the question “Which documents
are relevant for the terms carpet or bedroom?”
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Table 4a
Added occurrence counts and importance degrees of the query “bedroom or carpet”

W
∖
D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2V3 2 0 9 4 0 0 6 11 0 0 33 9 1 0 0 1 0 0 2 51

2V3 0.2 0 1 0.7 0 0 1 1 0 0 1 1 0.1 0 0 0.1 0 0 0.2 1

Table 4b
Minimal occurrence counts and joint importance degrees of the query “bedroom and carpet”

W
∖
D 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

2&3 0 0 0 0 0 0 2 3 0 0 4 0 0 0 0 0 0 0 0 0

2&3 0 0 0 0 0 0 0.2 0.8 0 0 0.2 0 0 0 0 0 0 0 0 0

Obviously, if the joint query is understood in a con-
junctive sense, the occurrence counts and relevance
degrees must be combined in a di6erent way, e.g., by
taking the min conjunction of the two relevance de-
grees. In this case, documents containing both terms
are sought. For the resulting values see Table 4b. (In
this case, only three documents have been retrieved
that contain both query words, and only one of them
has a high degree of importance, 0.8).

4. Establishing co-occurrence maps and fuzzy
tolerance relations

Let us address now the problem of fuzzy co-
occurrence graphs mapping the mutual relations
of keywords into a set of fuzzy degrees. In [7],
the equivalence of two fuzzy sets is deGned by
A≡B =̂ (A∧B)∨ (@A∧@B), which is usually ex-
pressed by the max–min or algebraic norms as

�ZA≡̃B(x) =max{min{�A(x); �B(x)};
min{1− �A(x); 1− �B(x)}};

or

�AA≡̃B(x) = �A(x)�B(x) + [1− �A(x)][1− �B(x)]
−�A(x)�B(x)[1− �A(x)][1− �B(x)];

respectively. The two expressions are not equivalent,
the max–min one (based on Zadeh’s original deG-
nitions) is easier to calculate; the algebraic one is,
however, more sensitive. Because of computational
reasons, the Grst one will be used in all examples
throughout this paper (the superscript being omit-
ted). Here the fuzzy degrees are represented by the
occurrence degrees �ij. For each pair of words, a
series of co-occurrence degrees can be calculated:
one for each document in the collection. The aver-
age co-occurrence will be calculated by applying
the arithmetic means aggregation operation for each
pair:

�ij = �Wi≡Wj =
1
d

d∑
k=1

�Wi≡Wj (Dk):

Crisp equivalence relations necessarily satisfy three
properties:
• ReOexivity (a≡ a)
• Symmetry (a≡ b⇒ b≡ a)
• Transitivity (a≡ b∧ b≡ c⇒ a≡ c).

Fuzzy similarity=tolerance relations, especially
those based on real data might only approximately
satisfy these properties. Table 5 summarises all co-
occurrence degrees in the previous example (the two
contextual stop words having been omitted already),
using the above max–min-based deGnition of fuzzy
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Table 5
Degrees of co-occurrence based on fuzzy equivalence

W\W 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 0.95 0.54 0.36 0.51 0.54 0.57 0.58 0.53 0.46 0.46 0.48 0.69 0.57 0.40 0.53 0.55
2 0.54 0.94 0.71 0.79 0.77 0.44 0.76 0.78 0.85 0.85 0.83 0.40 0.80 0.72 0.69 0.77
3 0.36 0.71 0.96 0.58 0.71 0.48 0.64 0.64 0.71 0.70 0.69 0.41 0.59 0.76 0.60 0.65
4 0.51 0.79 0.58 0.89 0.69 0.44 0.65 0.71 0.79 0.79 0.77 0.38 0.81 0.66 0.65 0.78
5 0.54 0.77 0.71 0.69 0.96 0.37 0.71 0.77 0.85 0.85 0.85 0.39 0.71 0.73 0.82 0.77
6 0.57 0.44 0.48 0.44 0.37 0.94 0.40 0.42 0.34 0.34 0.35 0.61 0.49 0.42 0.45 0.46
7 0.58 0.76 0.64 0.65 0.71 0.40 0.88 0.79 0.79 0.79 0.78 0.43 0.74 0.70 0.72 0.74
8 0.53 0.78 0.64 0.71 0.77 0.42 0.79 0.96 0.87 0.88 0.87 0.36 0.84 0.77 0.79 0.80
9 0.46 0.85 0.71 0.79 0.85 0.34 0.79 0.87 0.97 0.96 0.94 0.29 0.83 0.82 0.79 0.85
10 0.46 0.85 0.70 0.79 0.85 0.34 0.79 0.88 0.96 0.98 0.95 0.27 0.83 0.83 0.79 0.86
11 0.48 0.83 0.69 0.77 0.85 0.35 0.78 0.87 0.94 0.95 0.96 0.30 0.81 0.82 0.78 0.84
12 0.69 0.40 0.41 0.38 0.39 0.61 0.43 0.36 0.29 0.27 0.30 0.90 0.42 0.31 0.38 0.39
13 0.57 0.80 0.59 0.81 0.71 0.49 0.74 0.84 0.83 0.83 0.81 0.42 0.96 0.71 0.76 0.80
14 0.40 0.72 0.76 0.66 0.73 0.42 0.70 0.77 0.82 0.83 0.82 0.31 0.71 0.93 0.67 0.73
15 0.53 0.69 0.60 0.65 0.82 0.45 0.72 0.79 0.79 0.79 0.78 0.38 0.76 0.67 0.93 0.75
16 0.55 0.77 0.65 0.78 0.77 0.46 0.74 0.80 0.85 0.86 0.84 0.39 0.80 0.73 0.75 0.91

equivalence. (The use of the algebraic operation
might lead to very small absolute membership values,
inconvenient to handle.)
There are several facts that can be immediately no-

ticed when looking at the table. It is interesting that
self-equivalence is not 1, which can be explained by
the axiomatic properties of fuzzy operations (cf. [4]).
However, for practical purposes, reOexivity will be
assumed in the establishing of fuzzy relational maps.
Another fact is the symmetry of the table, which results
from the symmetric property of the relation described.
It must be remarked that this table can be interpreted
as the starting table for constructing a fuzzy thesaurus
in the sense of [9]. However, an essential di6erence is
that fuzzy similarity relations based on co-occurrence
frequencies are not generated by experts’ opinions,
but by a fully automatic probability=possibility trans-
formation. Further, it does not reOect actual similarity
in the meaning, but simply relatedness in the given
context of the chosen document collection, in our
example the legal document set speciGed earlier.
It might easily happen that antonyms have a very
strong connection, or that nouns going usually with
certain verbs in this type of legal text will be tightly
related. We shall see some examples in the next
sections.
In the following, some of the seemingly stronger

connections will be pointed out. If self-equivalences

are left out of consideration, for the remaining val-
ues, the 0.9-cut of the relation contains the following
pairs:

R0:9 = {{W9; W10}; {W9; W11}; {W10; W11}}:
All other words appear as isolated points in the re-
lation graph. It is interesting that these three pairs
identify a single 0.9-clique of the three words “loss”,
“material” and “occasion”. If we consult Table 2, how-
ever, it turns out that all these three words have rather
few occurrences. The maximum importance degrees
are

!9 = !10 = !11 = 0:2;

in all three cases and the average occurrence frequen-
cies are

�9 = 0:3; �10 = 0:15 and �11 = 0:4:

Let us go down with the importance level now to
0.8. Resulting pairs are

R0:8 = {{W2; W9}; {W2; W10}; {W2; W11}; {W2; W13};
{W4; W13}; {W5; W9}; {W5; W10}; {W5; W11};
{W5; W15}; {W8; W9}; {W8; W10}; {W8; W11};
{W8; W13}; {W8; W16}; {W9; W10}; {W9; W11};
{W9; W13}; {W9; W14}; {W9; W16};
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Fig. 5. 0.9-cut of the tolerance relation in the example.

{W10; W11}; {W10; W13}; {W10; W14};
{W10; W16}; {W11; W13}; {W11; W14};
{W11; W16}; {W13; W16}}:

To provide a better overview, the two cuts of the
relation will be presented by graphs (see Figs. 5
and 6).
The only compatibility class at this possibility

level is:

{W9; W10; W11} = {loss; material; occasion}:

The maximal tolerance classes found are (by indi-
cating only the indices):

{2; 9; 10; 11; 13} =

{bedroom; loss; material; occasion; reasonable};
{4; 13} = {compensation; reasonable};
{5; 9; 10; 11} = {damag; loss; material; occasion};
{5; 15} = {damag; set};
{8; 9; 10; 11; 13; 16} =

{liability; loss; material; occasion; reasonable; view};
{9; 10; 11; 14} = {loss; material; occasion; replac}:

Fig. 6. 0.8-cut of the tolerance relation in the example.

(A maximal tolerance or compatibility class is a maxi-
mal clique of a graph representing a—non-transitive—
tolerance or compatibility relation.)
It would be too far fetched to take any conclusion

from these classes regarding the meaning or context
of these word groups, as the sample of documents
used in the example is too small. Let us accept these
results anyway for the sake of the demonstration, and
let us investigate some new queries based on the here-
established tolerance classes.

Query 6. “loss”, “material ”
The smallest tolerance class containing these two

words is {W9; W10; W11}= {loss; material; occasion}
with 0.9 importance degree, and the output is

Very Important Documents : ∅
Rather Important Documents : ∅
Reasonably Important Documents : D15

Somewhat Important Documents : D2

Tangentially Important Documents :
D3; D5; D6; D7; D9; D12; D13; D18; D19; D20:

Note that documents no. 5, 9, 18, 19 and 20 are
included in the “tangentially important” set, although
none of the queried words occurs in them—this is
where the use of the tolerance class brings in some
“unexpected” suggestions for matches.
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Table 6
Average occurrence counts of the words in the example

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0.75 0.35 0.35 0.5 0.35 0.95 0.7 0.3 0.3 0.15 0.4 1 0.35 0.4 0.5 0.4

Table 7
Equivalence degrees modiGed with average occurrence counts

W\W 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

1 0.534 0.142 0.095 0.191 0.142 0.406 0.305 0.119 0.104 0.052 0.144 0.518 0.15 0.12 0.199 0.165
2 0.142 0.115 0.087 0.138 0.094 0.146 0.186 0.082 0.089 0.045 0.116 0.14 0.098 0.101 0.121 0.108
3 0.095 0.087 0.118 0.102 0.087 0.16 0.157 0.067 0.075 0.037 0.097 0.144 0.072 0.106 0.105 0.091
4 0.191 0.138 0.102 0.223 0.121 0.209 0.228 0.107 0.119 0.059 0.154 0.19 0.142 0.132 0.163 0.156
5 0.142 0.094 0.087 0.121 0.118 0.123 0.174 0.081 0.089 0.045 0.119 0.137 0.087 0.102 0.144 0.108
6 0.406 0.146 0.16 0.209 0.123 0.848 0.266 0.12 0.097 0.048 0.133 0.58 0.163 0.16 0.214 0.175
7 0.305 0.186 0.157 0.228 0.174 0.266 0.431 0.166 0.166 0.083 0.218 0.301 0.181 0.196 0.252 0.207
8 0.119 0.082 0.067 0.107 0.081 0.12 0.166 0.086 0.078 0.04 0.104 0.108 0.088 0.092 0.119 0.096
9 0.104 0.089 0.075 0.119 0.089 0.097 0.166 0.078 0.087 0.043 0.113 0.087 0.087 0.098 0.119 0.102
10 0.052 0.045 0.037 0.059 0.045 0.048 0.083 0.04 0.043 0.022 0.057 0.041 0.044 0.05 0.059 0.052
11 0.144 0.116 0.097 0.154 0.119 0.133 0.218 0.104 0.113 0.057 0.154 0.12 0.113 0.131 0.156 0.134
12 0.518 0.14 0.144 0.19 0.137 0.58 0.301 0.108 0.087 0.041 0.12 0.9 0.147 0.124 0.19 0.156
13 0.15 0.098 0.072 0.142 0.087 0.163 0.181 0.088 0.087 0.044 0.113 0.147 0.118 0.099 0.133 0.112
14 0.12 0.101 0.106 0.132 0.102 0.16 0.196 0.092 0.098 0.05 0.131 0.124 0.099 0.149 0.134 0.117
15 0.199 0.121 0.105 0.163 0.144 0.214 0.252 0.119 0.119 0.059 0.156 0.19 0.133 0.134 0.233 0.15
16 0.165 0.108 0.091 0.156 0.108 0.175 0.207 0.096 0.102 0.052 0.134 0.156 0.112 0.117 0.15 0.146

It is necessary to see, however, that in some of the
above cases similarity follows from the fact that the
words in question occur with low counts, and many
overlapping 0 counts increase the degree of equiva-
lence. Because of this, in the next we will modify
the graph by multiplying every calculated importance
degree by the average occurrence counts of the two
words in question. This will take care of the normal-
isation problem, as well. These frequencies are sum-
marised in Table 6.
In the next we apply these values as multiplicative

factors on the original fuzzy equivalence degrees.
The resulting values will be “weighted equivalences”,
where in the case of a pair {Wi;Wj}, the average oc-
currence counts of both the ith and the jth word were
applied. The resulting values will be considerably
smaller as shown in Table 7.
In this new table there are no large values, indicating

that the small amount of random words and the small
sample of documents was not really suitable to Gnd

out about semantic and contextual connections. When
going down with the importance value, the 0.3-cut of
this new relation results into the following tolerance
groupings:

{1; 6} and {1; 7; 12};
that is

{agreement; evidenc}
and

{agreement; follow; premis}:
There is only one larger clique of words for this low
degree of importance in this case. Larger sets of words
and larger document collections will expectably re-
sult in more enlightening word groups. Fig. 7 de-
picts the 0.3-cut of the new, weighted relation thus
obtained.
If this relation is compared with the unweighted

one, the astonishing fact will be noticed that the
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Fig. 7. 0.3-cut of the fuzzy tolerance relation obtained by weight-
ing co-occurrence possibilities with the average occurrence counts.

graph of Fig. 7 is close to the logical complement
of the one in Fig. 6. In an interesting way iso-
lated points there (W1; W6; W7 and W12) are the ones,
which are involved here in the highest possibility
tolerance classes. The explanation can be found in
the occurrence frequencies summarised in Table
2. These four words, but especially “agreement”,
“evidenc” and “premis” have high occurrence counts
(see e.g. documents 1 and 2), and these induce many
possibilities close to 1 in Table 3. Rows where the
occurrence counts in many columns are zero, au-
tomatically generate high fuzzy equivalence values
according to the formula at the beginning of this
section (max{min{0; 0};min{1 − 0; 1 − 0}}=1),
and so, suggest some contextual connection. How-
ever, this is based on negative evidence, i.e., on the
lack of both words in most of the documents and
rows with necessarily more random higher positive
values in them produce only lower possibilistic tol-
erance connections among them. When the average
occurrence weight comes into the formula, the rather
meaningless equivalence of rare words will automat-
ically loose weight and real equivalences emerge. It
is one of the tasks of further research to Gnd out,
what should be the optimal weighting factor that does

not hide the original connections based on absolute
occurrence counts, but does not let rare words come
too much into focus just because of their numerous
occurrences.
A series of case studies, involving various weight-

ings and sigmoid function shapes, using the mentioned
legal data base, and involving some legal expert opin-
ion concerning the tolerance classes established can
be found in [2].

5. Conclusions and further study

In this study the simplest elements of fuzzy toler-
ance relation based intelligent queries were presented
and illustrated. It has been shown that it is possible
to transform occurrence frequency counts into pos-
sibilistic fuzzy importance degrees by using sigmoid
type transformation functions, so that these degrees
reOect real fuzzy membership or possibility. This is
by the way connected to an interesting and unresolved
problem, namely, how to transform probabilistic fre-
quencies into possibilistic relevance degrees. It has
been also shown that by using fuzzy logical equiva-
lence functions, it is possible to determine fuzzy de-
grees expressing the possibility of two or more words
occurring together in documents. This way we pre-
sented a fully automatic method to establish a cer-
tain type of fuzzy thesaurus, one with predetermined
mathematical properties. Fuzzy relational maps ex-
press the connections among words and consequently
help to Gnd documents with hidden relations to the
query. The average occurrence count was also intro-
duced as a modifying factor that helps to exclude the
assumption of semantic connection based overwhelm-
ingly on negative evidence (the joint lack of occur-
rence in most documents). Some examples have been
presented.
We found it necessary to extend investigations

with larger sets of words (possibly with obvious
connections among some of them) and larger doc-
ument collections for generating the relational map,
involving also checks with experts’ assessments (cf.
[2]). Further testing these graphs should be done on
independent collections, and by further involvement
of (e.g. legal) experts assessing the subjective degree
of matching between the queried words or phrases
and the retrieved documents, and also the connection



L.T. K.oczy et al. / Fuzzy Sets and Systems 126 (2002) 49–61 61

of contents of the documents identiGed as belonging
to the same relevance class. There are also some
theoretical consequences of the comparison of fuzzy
tolerance classes thus obtained and contents con-
nections established by experts’ assessments: the
notion of fuzzy tolerance class might be generalized
towards more Oexible categories, Gtting the struc-
ture of fuzzy tolerance maps obtained from certain
document collections.
In the next step hierarchical co-occurrence relations

must be established, based on the ideas in [5–7] and
following the practical approaches in this study. How-
ever, in that case the set of keywords and general
important words must be necessarily even larger. A
major problem is the computational complexity as-
pect of Gnding all compatibility (tolerance) classes in
relational graphs of large size, which problem must
be also addressed in future work. This research will
be continued in the future. Another important point
is that besides the examples in the projects, the same
methods could be tested with standard test data avail-
able in the literature. This way experimental evalu-
ation and comparison with other approaches will be
possible.
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